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Abstract

Person images captured by unconstrained surveillance
cameras often have low resolutions (LR). This causes the
resolution mismatch problem when matched against the
high-resolution (HR) gallery images, negatively affecting
the performance of person re-identification (re-id). An ef-
fective approach is to leverage image super-resolution (SR)
along with person re-id in a joint learning manner. How-
ever, this scheme is limited due to dramatically more dif-
ficult gradients backpropagation during training. In this
paper, we introduce a novel model training regularisation
method, called Inter-Task Association Critic (INTACT), to
address this fundamental problem. Specifically, INTACT
discovers the underlying association knowledge between
image SR and person re-id, and leverages it as an extra
learning constraint for enhancing the compatibility of SR
model with person re-id in HR image space. This is realised
by parameterising the association constraint which enables
it to be automatically learned from the training data. Ex-
tensive experiments validate the superiority of INTACT over
the state-of-the-art approaches on the cross-resolution re-id
task using five standard person re-id datasets.

1. Introduction
Person re-identification (re-id) aims to match the iden-

tity information in the images captured by disjoint surveil-
lance camera views [13]. Most existing methods assume
that the probe and gallery images have similar and suffi-
ciently high resolutions. However, due to unconstrained
distances between cameras and pedestrians, person images
are often captured at various resolutions. This resolution
mismatch issue brings about significant challenges to re-id.
As low-resolution (LR) images contain much less identity
detail information than high-resolution (HR) images, di-
rectly matching them across resolutions leads to substantial
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Figure 1. Illustration of cross-resolution person re-identification.
Resolution mismatch between the low-resolution (LR) query im-
ages and the high-resolution (HR) gallery images causes unaligned
feature distributions and finally inferior identity matching perfor-
mance. One effective solution is using an image super-resolution
(SR) model to enhance the resolution of LR query images for al-
leviating the distribution discrepancy with HR gallery images.

performance drop [16, 26]. For example, a standard person
re-id model [12] can suffer up to 19.2% Rank-1 rate drop
when applied to cross-resolution person re-id [26].

A number of cross-resolution re-id methods have been
developed for addressing the resolution mismatch prob-
lem [7, 16, 26, 40]. They are generally in two categories: (1)
Learning resolution-invariant representation [7] and (2) Ex-
ploiting image super-resolution (SR) [16, 40]. The first cat-
egory aims at learning a feature representation space shared
by LR and HR images, but tends to lose fine-grained dis-
criminative details due to being absent in LR images. The
second category can solve this limitation often by adopt-
ing a multi-task joint learning framework which cascades
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SR and re-id. However, this design suffers from ineffec-
tive model training due to significantly higher difficulty of
backpropagating the gradients through such a cascaded thus
heavier model [2]. As a consequence, the SR model is less
compatible with person re-id. Recently, Li et al. [26] com-
bined the two approaches in a unified framework for im-
proving cross-resolution re-id performance, but still leaving
the above problem unsolved.

In this work, we address this problem by introducing
a novel regularisation named Inter-Task Association Critic
(INTACT). It is an inter-task association mechanism that
smooths out two unique tasks in joint learning. In design,
it consists of a cascaded multi-task (SR & re-id) network
and an association critic network. The objective is to en-
hance the compatibility between SR and re-id, i.e., super-
resolving LR person images in such a way that the resolved
images are suited for the re-id model to perform identity
matching in the HR image space. This is realised in two
parts by INTACT: (I) We parameterise the (unknown) inter-
task association constraint with a dedicated network, which
enables it to be learned directly from the HR training data.
(II) Once learned, serving in a critic role the association
constraint is then applied to supervise the SR model. That
means, the SR model training is further constrained to sat-
isfy the learned inter-task association.

We make three contributions: (1) We propose an idea
of leveraging the association between image SR and per-
son re-id tasks for solving the under-studied yet significant
cross-resolution re-id problem. (2) We formulate a novel
regularisation method, called Inter-Task Association Critic
(INTACT), for implementing the proposed inter-task asso-
ciation. It is established via parameterising the association,
and end-to-end trainable. (3) Extensive experiments show
the performance advantages of our INTACT over a wide
range of state-of-the-art methods on five person re-id bench-
marks in the cross-resolution person re-id problem.

2. Related Work

Person re-id There are an increasing number of stud-
ies for person re-identification in the past decade [1, 22,
26, 35, 36, 43, 48, 49, 8, 3]. Many of the existing
works focus on addressing re-id challenges from variations
in background clutter [23], human poses [28], or occlu-
sion [32] across camera views. More advanced network
structures [52, 8, 24] have been developed to boost the
matching accuracy. Besides, there are extensive efforts on
unsupervised learning [22, 21, 42, 5, 30, 27], domain adap-
tation [50, 6, 37, 33, 45, 41, 46], weak supervision [54, 31]
for minimising the labelling efforts, and text-image person
search [11, 44]. Among these, a largely ignored aspect in re-
id is that, persons images from unconstrained surveillance
cameras often have varying resolutions, which would de-

grade the model performance if not properly handled.

Cross-resolution person re-id To address the resolu-
tion mismatch problem, several cross-resolution person re-
id methods have been proposed [7, 16, 25, 26, 40]. They
are fallen into two groups: (1) Learning resolution-invariant
representation [7, 17, 25] and (2) Exploiting image super-
resolution (SR) [16, 40]. In the first group, Jing et al. [17]
propose to learn the mapping between HR and LR repre-
sentations by a semi-coupled low-rank dictionary learning
model; Li et al. [25] align the cross-resolution representa-
tion with a heterogeneous class mean discrepancy criterion.
Chen et al. [7] learn the resolution-invariant representation
by adding an adversarial loss on the representation features
of HR and LR images. A weakness of these methods is
that, such learned representations involve only coarse ap-
pearance information sub-optimal for re-id. That is because
fine-grained details, lacking in LR images but rich in HR
images, are thrown away during learning for an agreement.

The second group of models, designed to exploit im-
age super-resolution, can solve this limitation. Both meth-
ods [16, 40] adopt a joint learning strategy of SR and re-id
in a cascade, integrating identity-matching constraints with
SR learning end-to-end. However, this design suffers from
ineffective model training due to significantly higher diffi-
culty of back-propagating the gradients through such a cas-
caded heavy model [2, 20]. Recently, Li et al. [26] combine
the resolution-invariant representations with those exacted
from resolution-recovered images, and achieve state-of-the-
art performance. However, the above problem remains un-
solved. To that end, in this work we introduce a novel regu-
larisation based on an inter-task association mechanism.

Image super-resolution and recognition The low-
resolution object recognition problem has drawn attentions
in recent years [4, 9, 29, 34, 38, 47]. Broadly, there are other
studies [9, 47, 10] that unite image SR and object recogni-
tion in a multi-task joint-learning framework. Nonetheless,
they share the same learning limitation as [16, 40]. There-
fore, the proposed method is potentially beneficial to these
works conceptually.

3. Methodology

Problem setting We consider the cross-resolution per-
son re-id problem. In model training, we assume a set
of identity labelled high-resolution (HR) training images
D = {xh, y}. The objective is to learn a person re-id model
that can tackle low-resolution (LR) query images in match-
ing against a set of HR gallery images at test time.

We explore the potential of image super-resolution (SR).
The intuition is that an effective SR model should be able to
recover the resolution of LR images so that the resolution
mismatch problem between the query and gallery images
can be well alleviated. To encourage that the SR model can



Inter-task
Association

Cross-Resolution Person	Re-id

…

High-resolution	gallery	Images

Person	
Re-id

Multi-task

Low-resolution	query image

Super	
Resolution

Auxiliary	task Main	task

HR:xh

G
fc

x0
h

C
f 0

c

D

fd

f 0
d

MLR: xl

fe fd

�

�

Recognition Discriminator
Association

Main	task

Auxiliary	task

Iterative	learning
2

1

3

MLR: xl HR: xh

fc

Figure 2. Overview of the proposed Inter-Task Association Critic (INTACT) method for cross-resolution person re-id. Specifically, INTACT
aims to recover the resolution of LR query images in such a way that the super-resolved images can be more accurately matched against HR
gallery images for person re-id. Joint learning of an image super-resolution (SR) model and a person re-id model in a cascaded manner is
unsatisfactory, due to higher difficulty of backpropagating the gradients through two cascaded models. INTACT offers a superior solution.
Our model is trained alternatively in three steps: (1) Update the discriminator D of a GAN model; (2) Update the inter-task association
module φ between the identity recognition representation fc and discriminator representation fd. (3) Update the generator G of the GAN
model, subject to the learned association regularisation on the identity recognition representation f ′

c and discriminator representation f ′
d of

the resolved images. G: the generator of GAN model; D: the discriminator; C: the person re-id model trained with cross-entropy loss.

generate such HR images that are more effective for person
re-id, a straightforward approach is to form a joint multi-
task learning pipeline by cascading SR and re-id sequen-
tially, as exemplified in [16].

3.1. Joint Multi-Task Learning

Image super-resolution model To train a SR model, we
typically use a set of LR-HR image pairs {(xl, xh)} with
pixel alignment. Often, we form such pairs by downsam-
pling the HR training images. In this study, we choose the
Generative Adversarial Network (GAN) model [14] for SR
due to its promising performance [19].

GAN solves a min-max optimisation problem, where the
discriminatorD aims to distinguish the real HR from super-
resolved images, while the generator G aims for generating
super-resolved images that can fool the discriminator. The

objective function can be defined as:

Lgan = Exh
[logD(xh)] + Exl

[log
(
1−D(G(xl))] (1)

More specifically, the generator G tries to minimise the ob-
jective value against an adversarial discriminator D that in-
stead tries to maximise the value. The optimal solution is
obtained as:

G∗ = arg min
G

max
D
Lgan. (2)

Person re-id model With the training data D, one can
train any existing person re-id model (e.g. [52]) by a soft-
max Cross-Entropy loss function:

Lid = − log(py), (3)

where y is the ground-truth person identity of xl, and py the
prediction probability on class y.



Joint multi-task learning To build a joint multi-task
learning pipeline, we can simply cascade SR and re-id by
using the outputG(xl) of the SR as the input of re-id model.
The overall objective function is then formulated as:

Lsr = LMSE + λgLgan + λcLid (4)

where LMSE is the pixel-wise content loss, defined as
LMSE = ‖xh −G(xl)‖22. λg and λc are weight parameters.

Limitation Despite a good solution for cross-resolution
re-id, this pipeline is intrinsically limited. This is due to sig-
nificantly higher difficulty of backpropagating the gradients
through two cascaded models [2, 20]. As a consequence,
the SR model training is not properly constrained for max-
imising the person re-id performance, i.e. the resulted SR
model is not well compatible with the re-id model.

3.2. Inter-Task Association Critic

To address this fundamental limitation, we introduce
a novel regularisation, Inter-Task Association Critic (IN-
TACT). The key idea is to exploit the intrinsic association
between the SR and re-id tasks as an extra optimisation con-
straint for boosting their joint learning and enhancing their
compatibility. However, it is nontrivial to quantify such
inter-task association which are typically complex and un-
known a priori. To solve this issue, we propose to parame-
terise this association.

Specifically, we leverage a dedicated network to repre-
sent the association from the main task (i.e. person re-id)
to the auxiliary task (i.e. SR). During model training, IN-
TACT consists of two parts. In part I, it discovers the as-
sociation using the native HR images. Concretely, it learns
the association network residing between the discriminator
and identity classification representations on the HR train-
ing images {xh}. In part II, the learned association is then
applied as a regularisation in the SR model training. Con-
cretely, the discriminator and classification representations
extracted from the resolved images are encouraged to sat-
isfy the association constraint pre-learned from the true HR
data. An overview of our INTACT is depicted in Fig. 2.

Part I: Association Learning With a GAN model we
represent the real-fake judgement task by the feature activa-
tion fd of the discriminator. For the identity classification
task, a large number of on-the-shelf person re-id models can
be adopted. We exploit a very recent method presented in
[52] for extracting identity classification feature fc to rep-
resent identity. We train the re-id model using HR images
xh independently to achieve the best identity representing
power. It is trained one-off, frozen and served as an identity
critic for the following model optimisation.

Given an input LR image xl, we want the generator (SR
model) to output a super-resolved HR image G(xl) with
high identity discrimination. To achieve this, we propose to

design an association constraint φ between the real-fake dis-
criminator representation fd and identity classification fc
representations of the image xh. Then, we represent and
learn φ on HR training images xh with a small network,
considering that they are the target the SR images G(xl)
need to approach during training.

Formally, we learn the association as the transformation
from the identity recognition fc to discriminator fd repre-
sentations. This is based on a hypothesis that the identity
recognition representation, learned from HR training im-
ages, contains the information for general high-resolution
distribution (that the real-fake discriminator tries to learn);
Whilst the discriminator features are relatively less infor-
mative compared to the identity ones, due to being de-
rived from a simpler binary classification task (real or fake).
Learning such a mapping is thus more sensible. In particu-
lar, we derive an association regularisation as:

Lintact = ||φ(fc)− fd||22 (5)

It aims to optimise the parameters φ of the association net-
work, using fc extracted from the re-id model and fd ex-
tracted from the discriminator on the HR image xh.

To facilitate learning φ, an additional bridging constraint
is further imposed for manipulating the optimising direc-
tion. Specifically, we isolate an intermediate latent feature
space fe from φ such that a bridging operation can be im-
planted with a transform σ of the target fd, defined as:

Le = ||σ(fd)− fe||22 (6)

where fe is obtained in the middle latent space of φ with fc
as input. The bridging module σ is jointly learned with the
association module φ in a combination as:

Lintact-e = Lintact + Le (7)

Part II: Association Regularisation Once the inter-task
association network φ is learned as above, we treat it as a
critic to regularise the learning of the SR model (the gen-
erator) and the discriminator in the GAN based multi-task
learning network. We distil the learned association by simi-
larly coupling the information of discriminator and identity
recognition. Particularly, this distillation loss is in the same
form of Eq. (5) but applied to the SR images G(xl) as:

Ldis = ||φ(f ′c)− f ′d||22 (8)

where f ′c and f ′d are the corresponding identity and discrim-
inator representations of a single SR image G(xl) analogue
to xh above.

It is worth mentioning that, unlike Eq. (5) here we frozen
the association network φ that functionally serves as an ex-
ternal critic in this step. This role is similar in spirit as
the ImageNet pretrained VGG model of the perceptual loss



[18]. Using Ldis along with GAN training, we essentially
encourage the synthesis of such HR images that respect the
same association relation between identity and fidelity on
the genuine HR images. This is the key drive behind our
INTACT model that imposes both supervision signals and
importantly their interaction in a single formulation.
Remarks Unlike the de facto multi-task inference using
weighted loss summation for inter-task interaction learning
and communicating, we discover the underlying association
between two tasks as an extra learning constraint. Signifi-
cantly, once parameterised this association can be automati-
cally learned from the original training data themselves in a
data-driven manner, without any hand-crafting and the need
for ad-hoc knowledge. Consequently, the intrinsic conflicts
between two different tasks can be mitigated effectively,
benefiting the overall model learning process towards per-
son identity matching. Moreover, we can also consider that
INTACT takes a soft integration design that aims to link the
underlying objectives between two different tasks by max-
imising their positive correlation during training. Conse-
quently, the two learning objectives can adaptively collabo-
rate in a unified learning process with a balanced trade-off
between individual and common pursuits.

3.3. Model Training

In model training, our INTACT loss terms are seamlessly
integrated with the standard GAN optimisation with one
more step. The whole model remains end-to-end trainable.
The entire training process is summarised in Algorithm 1.

Algorithm 1 INTACT model training
Input: Training data D = {xl, xh} with identity labels Y .
Output: A person image super-resolution (SR) model.
Initialisation: Training a standard person re-id model with
HR images and the identity labels.
Alternating training (frozen one, and update the others):
for i = 1 to iter do

(1) Update the discriminator with the GAN loss (Eq. (2));
(2) Update the association network φ (Eq. (7));
(3) Update the generator (SR model) with the SR objective

loss (Eq. (4)) and distillation loss (Eq. (8)).
end for

4. Experiments
4.1. Datasets

We used five person re-id benchmarks in our evalua-
tions. The CUHK03 dataset comprises 14,097 images of
1,467 identities with 5 different camera views. As [26], we
used the 1,367/100 training/test identity split. The VIPeR
dataset contains 632 person image pairs captured by 2 cam-
eras. Following [26], we randomly divided this dataset into

two non-overlapping halves based on the identity labels.
Namely, images of a subject belong to either the training
or the test set. The CAVIAR dataset contains 1,220 im-
ages of 72 person identities captured by 2 cameras. We dis-
carded 22 people who only appear in the closer camera, and
split the remaining into two non-overlapping halves in the
identity labels as [26]. The Market-1501 dataset consists
of 32,668 images of 1,501 identities captured in 6 camera
views. We used the standard 751/750 training/test identity
split. The DukeMTMC-reID dataset contains 36,411 im-
ages of 1,404 identities captured by 8 cameras. We adopted
the standard 702/702 training/test identity split.

Following [16, 26], we evaluated the setting of multi-
ple low-resolution (MLR) person re-id. We tested four
synthetic and one real-world cross-resolution re-id bench-
marks. Specifically, for the synthetic cases (Market-1501,
CUHK08, VIPeR, and DukeMTMC), the query images
taken from one camera are down-sampled by a randomly
selected downsampling rate r ∈ {2, 3, 4} (i.e. the spatial
size of a downsampled image becomes H/r × W/r), while
the images taken by the other camera(s) remain unchanged.
We name the Multiple Low Resolution (MLR) datasets as
MLR-dataset. On the other hand, the CAVIAR dataset pro-
vides realistic images of multiple resolutions, i.e. a genuine
MLR dataset for evaluating cross-resolution person re-id.

4.2. Experimental Settings

We evaluated the proposed INTACT model using the
cross-resolution person re-id setting [16, 26], where the
probe set contains LR images whilst the gallery set contains
HR images. We adopted the standard single-shot person
re-id setting, and used the average cumulative match char-
acteristic as the evaluation metric.

4.3. Implementation Details

We performed all the experiments in PyTorch on a ma-
chine with a Tesla P100 GPU. During training, the varying
LR images are generated by randomly down-sampling HR
images by r ∈ {2, 3, 4} times. All the LR images were then
resized to 256×128×3 for both model training and deploy-
ment. We used the residual blocks [15] as the backbone of
our model. For the SR generator, we adopted an encoder-
decoder architecture. Specifically, it consists of 16 residual
blocks equally distributed in 8 groups. The resolution drops
16 times from 256×128 to 16×8 pixels (due to the first 4
residual block groups each with a max pooling layer), and
then increases back to 256×128 with the last 4 groups of
residual block each with pixel shuffling. The generator’s ar-
chitecture is shown in Fig. 3. The discriminator is similar
as [19]. The person re-id network [52] was trained using HR
data. Once trained, it was frozen when training INTACT.

We implemented the inter-task association network φ by



Table 1. Cross-resolution person re-id performance (%). Bold and underlined numbers indicate top two results, respectively.

Model MLR-Market-1501 MLR-CUHK03 MLR-VIPeR MLR-DukeMTMC-reID CAVIAR
Rank1 Rank5 Rank10 Rank1 Rank5 Rank10 Rank1 Rank5 Rank10 Rank1 Rank5 Rank10 Rank1 Rank5 Rank10

CamStyle [51] 74.5 88.6 93.0 69.1 89.6 93.9 34.4 56.8 66.6 64.0 78.1 84.4 32.1 72.3 85.9
FD-GAN [12] 79.6 91.6 93.5 73.4 93.8 97.9 39.1 62.1 72.5 67.5 82.0 85.3 33.5 71.4 86.5
SLD2L [17] - - - - - - 20.3 44.0 62.0 - - - 18.4 44.8 61.2
SING [16] 74.4 87.8 91.6 67.7 90.7 94.7 33.5 57.0 66.5 65.2 80.1 84.8 33.5 72.7 89.0

CSR-GAN [40] 76.4 88.5 91.9 71.3 92.1 97.4 37.2 62.3 71.6 67.6 81.4 85.1 34.7 72.5 87.4
JUDEA [25] - - - 26.2 58.0 73.4 26.0 55.1 69.2 - - - 22.0 60.1 80.8

SDF [39] - - - 22.2 48.0 64.0 9.3 38.1 52.4 - - - 14.3 37.5 62.5
RAIN [7] - - - 78.9 97.3 98.7 42.5 68.3 79.6 - - - 42.0 77.3 89.6
CAD [26] 83.7 92.7 95.8 82.1 97.4 98.8 43.1 68.2 77.5 75.6 86.7 89.6 42.8 76.2 91.5

INTACT (Ours) 88.1 95.0 96.9 86.4 97.4 98.5 46.2 73.1 81.6 81.2 90.1 92.8 44.0 81.8 93.9
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Figure 3. Architecture of image SR model (GAN’s generator).

an encoder-decoder network, where the intermediate latent
feature space fe is set as the encoder’s output. Both en-
coder and decoder contain three FC layers each followed
with batch-normalisation, respectively. The dimension of
the latent feature space was set to 200. The bridging mod-
ule σ for fd shares the same structure to the encoder of φ.
The extra overhead introduced by our association network
is marginal, as compared to the standard GAN training cost.
We did not notice per-iteration cost increase. Actually, we
observed that with INTACT the whole model often con-
verges using less epochs, leading to a faster training pro-
cess than the standard multi-task GAN baseline. We set the
learning rate to 1 × 10−4 for generator G and discrimina-
tor D, and 1 × 10−3 for the association module φ. The
mini-batch size was 32. We set the loss hyper-parameters
consistently in all the experiments as: λg = 0.1, λc = 0.3.
In practice, we selected these parameters by balancing their
loss value scales to avoid any dominating term in training.

4.4. Comparisons to State-of-the-Art Methods

We compared our INTACT with a wide range of state-
of-the-art re-id methods, including (1) Conventional person
re-id models: CamStyle [51] and FD-GAN [12]; (2) Super-
resolution based models: SLD2L [17], SING [16], CSR-
GAN [40]; (3) Resolution-invariant representation learning
based models: JUDEA [25], SDF [39], RAIN [7]; and (4) A
hybrid method CAD [26] that combines SR and resolution-
invariant representation learning.

The results comparisons are shown in Table 1. We have
the following observations:

(1) INTACT achieves the state-of-the-art performance on all
the five datasets, consistently outperforming the best com-
petitor [26] by up to 6% at Rank-1.
(2) Compared to the SR based cross-resolution person re-id
methods (SLD2L [17], SING [16], CSR-GAN [40]), IN-
TACT achieves significant improvement, e.g. up to 15.1%
Rank-1 performance boost. This validates that our model
can effectively address the inferior compatibility issue be-
tween image SR and person re-id as suffered by these pre-
vious state-of-the-art methods.
(3) Compared to resolution-invariant representation learn-
ing models (JUDEA [25], SDF [39], RAIN [7]), INTACT
achieves the best performance on both the small datasets
(MLR-VIPeR and CAVIAR, which is generally very chal-
lenging for deep learning methods due to no sufficient train-
ing data), and the large dataset (MLR-CUHK03), often by
a large margin. This suggests that image SR based methods
provide more superior solutions.
(4) Compared to the best competitor [26] that exploits both
image SR and resolution-invariant representation learning,
INTACT remains a better method by only using image SR
as the core strategy.
(5) The standard person re-id models (CamStyle [51] and
FD-GAN [12]) suffer from significant performance drop on
MLR person re-id datasets, as compared to their reported
results on standard HR person re-id datasets. This shows
that the resolution mismatch problem is typically ignored
by most existing re-id methods.

4.5. Inter-Task Association Analysis

We adopted a multi-task learning framework as our base
model, where the SR module serves as a preprocessing step
to recover the essential details originally missing in LR im-
ages in order to more accurately match HR gallery images.
We consider that the SR task inherently may be not compat-
ible to the identity matching task, the reason why we intro-
duced INTACT as an explicit regularisation for SR. Here,
we conducted an experiment to examine the association be-
tween the two different tasks (image SR & person re-id) and
its effect on the overall model performance.
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Figure 4. Qualitative examples of recovered test images from MLR-CUHK03 and MLR-Market1501.

Evaluation metrics We measured the pixel-wise SR
quality of the recovered images by INTACT on the MLR-
CUHK03 test set. We used the SSIM and PSNR metrics,
together with Rank-1 as person re-id performance metric.

Competitors We compared INTACT with: (1) Sole SR:
our method without person re-id constraint, (2) SR+ID:
jointly learning image SR and person re-id, and (3) four
state-of-the-art re-id models (CycleGAN [53], SING [16],
CSR-GAN [40] and CAD [26]).

Results The performance comparisons in Table 2 show
the following observations:
(1) The sole SR module of INTACT (supervised by MSE
loss only) achieves the best pixel-wise SR performance, i.e.
the highest PSNR and SSIM scores. This verifies the effec-
tiveness of our SR generator.
(2) Although the sole SR model achieves the highest PSNR
and SSIM performance, its resolved images yield the worst
accuracy for cross-resolution person re-id. This indicates
that as the low-level image quality metrics, both SSIM
and PSNR are unsuited for evaluating high-level semantic
recognition tasks such as person re-id in our case.
(3) The model in favour of SR performance, does not pro-
vide improvements on cross-resolution person re-id perfor-
mance. This suggests that the SR supervision is not directly
relevant to person re-id.
(4) The SR module, that does benefit the person re-id task,
enhances only the identity matching related details whilst

ignores other fine-grained details. This actually produces
inferior pixel-level fidelity.

For qualitative examination, we showed several qualita-
tive examples of recovered images in Fig. 4. Whilst our
INTACT notably outperforms all the baselines in numeri-
cal evaluation, this performance difference is however sel-
domly reflected in the low-level image space. This implies
that high-level semantic objective is less interpretive due to
high functional complexity of deep network models.

Table 2. Comparison of super-resolution and cross-resolution per-
son re-id performance on the MLR-CUHK03 test set.

Model SSIM PSNR Rank1
CycleGAN [53] 0.55 14.1 62.1

SING [16] 0.65 18.1 67.7
CSR-GAN [40] 0.76 21.5 71.3

CAD [26] 0.73 20.2 82.1
Sole SR 0.82 26.6 23.0
SR + ID 0.77 23.3 82.7
INTACT 0.73 22.8 86.4

4.6. Ablation Study

Loss component analysis Our INTACT is jointly trained
with image SR, person re-id and the inter-task association
loss functions (cf. Eq. (7) & (8)). We examined their per-



formance effects on the MLR-Market-1501 dataset. Table 3
reports the ablation results. We observed that:
(1) With identity classification alone, the model achieves
the poorest matching performance. This verifies that jointly
learning the multi-task framework with the standard cas-
caded SR and person re-id model is unsatisfactory.
(2) After adding GAN loss, the model achieves slightly bet-
ter performance. The plausible reason is that the adversarial
loss helps to align the statistics of resolved images to the na-
tive HR data. However, the improvement is fairly marginal.
(3) Importantly, the proposed association loss brings a sig-
nificant improvement, verifying the effectiveness of our reg-
ularisation scheme based on the idea of exploiting the un-
derlying inter-task correlation.

Table 3. Evaluating INTACT’s loss components on MLR-Market-
1501. MSE: pixel-wise content loss, ID: identity classification loss
(Eq. (3)), Association: our association loss (Eq. (7) & (8)).

Supervision Rank1 Rank5 Rank10
MSE+ID 83.7 93.0 95.6

MSE+ID+GAN 84.7 93.9 96.1
MSE+ID+GAN+Association 88.1 95.0 96.9

Association design For the association learning between
the discrimination and recognition representations in IN-
TACT, we adopt a recognition-to-discriminator design. This
is based on a hypothesis that the identity recognition repre-
sentations learned from the HR images should contain the
desired information of high resolution (that the real-fake
HR discriminator tries to learn); And the real-fake HR dis-
criminator representations, derived by a simple binary clas-
sification task, are relatively simpler.

We examined the effect of association design by ad-
ditionally testing two more formulations: (i) Common
space association (Fig. 5 (a)), and (ii) Discrimination-to-
recognition association (Fig. 5 (b)) which is the inverse
of the recognition-to-discriminator design (Fig. 5 (c)) we
adopt in INTACT. Table 4 shows that different designs
present fairly similar performances, and the recognition-to-
discriminator is the best choice. This verifies the proposed
association strategy.

(a) Common-space Association (b) Discriminator-to-Recognition Association

(c) Recognition-to-Discriminator Association (d) Without bridge regularisation

fc fd fc fd

fc fd fc fd

Figure 5. Schematics of different association designs.

Table 4. Evaluating the association design. R-to-D: from identity
recognition representation to discriminator representation (used in
INTACT); D-to-R: the inverse.

Association Space Rank1 Rank5 Rank10
Common Space (a) 84.3 94.0 95.3

D-to-R (b) 83.4 93.5 95.0
R-to-D (c, ours) 88.1 95.0 96.9

Bridging constraint To facilitate the training of inter-
task association between the discriminator and identity clas-
sification representations, we isolated an intermediate la-
tent feature space fe from φ to bridge the association tar-
get (Eq. (6) and (7)), implemented by an encoder-decoder
structure. The result in Table 5 shows that the introduction
of such a bridging constraint helps to better constrain the
associative learning.

Table 5. Effect of the bridge constraint (Eq. (6)).

Bridge constraint Rank1 Rank5 Rank10
W/O (Fig. 5 (d)) 84.3 93.5 95.8

W (Fig. 5 (c)) 88.1 95.0 96.9

5. Conclusion
In this work, we presented a novel deep learning regu-

larisation, named Inter-Task Association Critic (INTACT),
for solving the under-studied yet important cross-resolution
person re-id problem. As a generic learning constraint, IN-
TACT is designed specially for improving the training of
existing multi-task (image SR and person re-id) models, by
alleviating properly the difficulty of gradients backpropa-
gation through two cascaded networks. During training,
INTACT discovers the underlying association knowledge
between image SR and person re-id by learning from the
HR training data, and uses the self-discovered association
information to further guide the learning behaviour of SR
model alternatively. Thus the compatibility of SR with re-
id matching can be maximised. This is built up on parame-
terising the inter-task association with a dedicated network.
Extensive experimental results have demonstrated the per-
formance superiority of our model over a wide variety of
existing cross-resolution and standard person re-id methods
on five challenging benchmarks. Component analysis of our
method provides insights into the formulation of INTACT.
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